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#### Abstract

We consider the sequences over the finite field of four elements obtained by inverse Gray mapping from a pair of binary sequences. We derive the linear complexity and the minimal polynomial of sequences constructed from Legendre sequences, Hall's sextic sequences and twin-prime sequences using the technique proposed by Tang, Ding, Lim, Kim et al.
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## I. Introduction

T1 HE autocorrelation is a measure of pseudo-random sequence significant for their application in wireless communications, cryptography and radar applications and so on [3], [9]. In such applications, the absolute value of the out-of-phase autocorrelation of a pseudo-random sequence is expected to be as small as possible. The linear complexity is another important parameter of pseudo-random sequence for cryptographic applications [3] (one more approach see in [1], [2]).

Tang, Ding, Lim, Kim et al. constructed new balanced quaternary sequences with optimal autocorrelation values [12], [16], [17] using the interval structure and the inverse Gray map. In the same way, we can build the sequences over the finite field of four elements from a pair of binary sequences.

In this paper we investigate the linear complexity of above mentioned sequences over the finite field of four elements. We derive the linear complexity and the minimal polynomial of sequences constructed from Legendre sequences, Hall's sextic sequences and twin-prime sequences. Binary Legendre sequences or Hall's sextic sequences and twin-prime sequences are well-known classes of sequences with a good autocorrelation function. For the application of sequences over the finite field, see [14], for instance.

## II. Preliminaries

Let $c=c_{0}, \ldots, c_{M-1}$ and $d=d_{0}, \ldots, d_{M-1}$ be binary sequences of period $M$. The well-known Gray mapping $\phi$ : $\mathbb{Z}_{4} \rightarrow \mathbb{Z}_{2} \times \mathbb{Z}_{2}$ is defined as

$$
\phi(0)=(0,0), \phi(1)=(0,1), \phi(2)=(1,1), \phi(3)=(1,0) .
$$

[^0]Let $\mathbb{F}_{4}=\{0,1, \mu, \mu+1\}$ be a finite field of four elements. If we view $\mathbb{F}_{4}$ as a vector space over $\mathbb{F}_{2}$ with the basis $\mu, 1$, then we can define a sequence $v$ by inverse Gray map as

$$
v_{i}= \begin{cases}0, & \text { if }\left(c_{i}, d_{i}\right)=(0,0)  \tag{1}\\ 1, & \text { if }\left(c_{i}, d_{i}\right)=(0,1) \\ \mu+1, & \text { if }\left(c_{i}, d_{i}\right)=(1,1) \\ \mu, & \text { if }\left(c_{i}, d_{i}\right)=(1,0)\end{cases}
$$

So, we can obtain a sequence over the finite field of four elements from a pair of binary sequences by the inverse Gray mapping. Next, we will use the notation $v=[c, d]$ for the sequence $v$ obtained from a pair of sequences $c, d$ by (1).

The linear complexity (or rank) of a sequence $v$ over the finite field $\mathbb{F}_{4}$ is defined to be the smallest positive integer $L C$ for which there exist constants $c_{1}, \ldots, c_{L C}, c_{i} \in \mathbb{F}_{4}$ such that
$-v_{m}=c_{1} v_{m-1}+c_{2} v_{m-2}+\cdots+c_{L C} v_{m-L C}$ for all $m \geq L C$. The polynomial $m(x)=x^{L C}+c_{1} x^{L C-1}+\cdots+c_{L C}$ is called the minimal polynomial of $v$. The linear complexity also may be defined as the length of the shortest linear feedback shift register that is capable of generating the sequence. Knowledge of just $2 L C$ consecutive digits of the sequence is sufficient to enable the remainder of the sequence to be constructed. Thus, it is reasonable to suggest that 'good' sequences have the linear complexity greater than a half of a period $L C>M / 2$ (where $M$ denotes the period of the sequence) [3].

The minimal polynomial $m(x)$ and the linear complexity $L C$ of $v$ are given by the following equations [3]:

$$
\begin{align*}
& m(x)=\left(x^{M}-1\right) / \operatorname{gcd}\left(x^{M}-1, s_{v}(x)\right) \\
& L C=M-\operatorname{deg} \operatorname{gcd}\left(x^{M}-1, s_{v}(x)\right) \tag{2}
\end{align*}
$$

where $s_{v}(x)$ is the generating polynomial of $v$. Thus, $s_{v}(x)=$ $\sum_{i=0}^{M-1} v_{i} x^{i}$. So, we must define the greatest common divisor of two polynomials.

Lemma 1: [8] Let $v$ be defined by (1), i.e. $v=[c, d]$. Then

$$
s_{v}(x)=\mu s_{c}(x)+s_{d}(x)
$$

where $s_{c}(x)=\sum_{i=0}^{M-1} c_{i} x^{i}$ and $s_{d}(x)=\sum_{i=0}^{M-1} d_{i} x^{i}$.
We see that the statement of Lemma 1 follows from (1).
In conclusion of the section we consider a simple example of using Lemma 1.

Example. Let $M=p$ where $p$ is a prime, $p \equiv 3(\bmod 4)$. Well-known Legendre sequences are defined as

$$
l_{j}= \begin{cases}0, & \text { if } j \bmod p=0 \\ \left(\frac{j}{p}\right), & \text { if } j \bmod p \neq 0\end{cases}
$$

where $\left(\frac{j}{p}\right)$ is Legendre symbol. Here and hereafter $a \bmod p$ denotes the least nonnegative integer that is congruent to $a$ modulo $p$.

Let $\mathbf{Q R}_{p}$ and $\mathbf{N Q R}_{p}$ denote all the nonzero squares and non-squares in $\mathbb{Z}_{p}$, respectively. Let $\alpha$ be a primitive $p$-th root of unity in the extension of the field $\mathbb{F}_{4}(\alpha=\mu$ for $p=3)$. It is known to exist by Galois theory. Then, by (2) and by Lemma 1, to compute the minimal polynomial and the linear complexity of $v$ it is sufficient to know the values of polynomial $s_{l}(x)$ in the set $\left\{\alpha^{j}, j=0,1, \ldots, p-1\right\}$.

The linear complexity of Legendre sequences was studied in [4]. In particular, it was shown that with an appropriate choice of $\alpha$ we can assume that

$$
s_{l}\left(\alpha^{j}\right)= \begin{cases}1, & \text { if } j \in \mathbf{Q R}_{p}  \tag{3}\\ 0, & \text { if } j \in \mathbf{N Q} \mathbf{R}_{p}\end{cases}
$$

for $p \equiv 7(\bmod 8)$, and

$$
s_{l}\left(\alpha^{j}\right)= \begin{cases}\mu, & \text { if } j \in \mathbf{Q R}_{p}  \tag{4}\\ \mu+1, & \text { if } j \in \mathbf{N Q R}_{p}\end{cases}
$$

for $p \equiv 3(\bmod 8)$.
Let $v=\left[l, L^{m} l\right]$. Here $L$ denotes the left cyclic shift operator, m is a integer, $0<m<p$. In this case, we have that $s_{L^{m}}(x)=x^{p-m} s_{l}(x)$ [18]. Then, by Lemma 1 we obtain the following relation

$$
s_{v}\left(\alpha^{j}\right)=\mu s_{l}\left(\alpha^{j}\right)+\alpha^{-m j} s_{l}\left(\alpha^{j}\right)
$$

Hence, by (3) and (4), $s_{v}\left(\alpha^{j}\right)=0, j=0,1, \ldots, p-1$ iff $j \in \mathbf{N Q R}_{p}$ and $p \equiv 7(\bmod 8)$. So, if $v=\left[l, L^{m} l\right]$ then

$$
L C= \begin{cases}(p+1) / 2, & \text { if } p \equiv 7(\bmod 8) \\ p, & \text { if } p \equiv 3(\bmod 8)\end{cases}
$$

In the following sections we investigate the linear complexity and the minimal polynomial of sequences constructed by (1) using the technique proposed by Tang, Ding, Lim, Kim et al.

## III. The linear complexity of Tang and Ding SEQUENCES

First of all, we consider the design of sequences proposed by Tang and Ding. Let $a=a_{0}, \ldots, a_{N-1}$ and $b=b_{0}, \ldots, b_{N-1}$ be binary sequences of period $N, N \equiv 3(\bmod 4)$. In this case define sequences $c$ and $d$ as

$$
\begin{align*}
c_{i}= \begin{cases}a_{i / 2}, & \text { if } i \equiv 0(\bmod 2), \\
a_{(i+N) / 2}, & \text { if } i \equiv 1(\bmod 2)\end{cases} \\
d_{i}= \begin{cases}b_{i / 2}, & \text { if } i \equiv 0(\bmod 2), \\
b_{(i+N) / 2}+1, & \text { if } i \equiv 1(\bmod 2)\end{cases} \tag{5}
\end{align*}
$$

i.e. $c=I\left(a, L^{1 / 2} a\right)$ and $d=I\left(b, L^{1 / 2} b+1\right)$, where $I$ denotes the interleaved operator [17].

In their paper [17], Tang and Ding proved that a sequence $u: u_{i}=\phi^{-1}\left(c_{i}, d_{i}\right)$ is balanced quaternary sequence with optimal autocorrelation values if $a, b$ are binary sequences with optimal autocorrelation value.

Here we investigate the linear complexity of sequences constructed by (1) when $a, b$ are Legendre sequences, Hall's sextic sequences and twin-prime sequences. The results of this section were presented at the conference [7].

By definition of $c, d$ we have that $M=2 N$ and by (2) we obtain

$$
\begin{align*}
& m(x)=\left(x^{N}-1\right)^{2} / \operatorname{gcd}\left(\left(x^{N}-1\right)^{2}, s_{v}(x)\right) \\
& L C=2 N-\operatorname{deg} \operatorname{gcd}\left(\left(x^{N}-1\right)^{2}, s_{v}(x)\right) \tag{6}
\end{align*}
$$

So, if $\alpha$ is a primitive $N$-th root of unity in the extension of the field $\mathbb{F}_{4}$ then, by (6), to compute the minimal polynomial and the linear complexity of $v$ it is sufficient to know the roots of the polynomial $s_{v}(x)$ in the set $\left\{\alpha^{j}, j=0,1, \ldots, N-1\right\}$. By Lemma 1, to compute the values $s_{v}\left\{\alpha^{j}\right\}$ it is sufficient to know the values of polynomials $s_{c}(x)$ and $s_{d}(x)$ in the set $\left\{\alpha^{j}, j=0,1, \ldots, N-1\right\}$.

The next statements were proved earlier in [15], [18].
Lemma 2: [18] (i) If $c=I\left(a, L^{1 / 2} a\right)$ then $s_{c}(x)=$ $\left(1+x^{N}\right) s_{a}\left(x^{2}\right) ;$
(ii) If $d=I\left(b, L^{1 / 2} b+1\right)$ then $s_{d}(x)=\left(1+x^{N}\right) s_{b}\left(x^{2}\right)+$ $x\left(x^{2 N}-1\right) /\left(x^{2}-1\right)$.
Lemma 2 defines the relation between polynomials of sequences $c, a$ and $d, b$, respectively. Thus, by Lemmas 1 and 2 we have
$\operatorname{gcd}\left(x^{2 N}-1, s_{v}(x)\right)=\frac{x^{N}-1}{x-1} \operatorname{gcd}\left(\frac{x^{N}-1}{x-1}, \mu s_{a}\left(x^{2}\right)+s_{b}\left(x^{2}\right)\right)$.
So, by (6) and (7), the greatest possible value of the linear complexity $v$ defined by (1) is equal to $N+1$.

Let $w\left(x^{2}\right)=\mu s_{a}\left(x^{2}\right)+s_{b}\left(x^{2}\right)$. Then, by (6) and (7), to compute the minimal polynomial and the linear complexity of $v$ it is sufficient to know the roots of the polynomial $w(x)$ in the set $\left\{\alpha^{l}, l=0,1, \ldots, N-1\right\}$.

## A. The linear complexity of sequences obtained from Legendre sequences

The definition of Legendre sequence $l$ was given in the section II. Otherwise, Legendre sequences $l$ and $l^{\prime}$ are defined as

$$
\begin{aligned}
& l_{i}=\left\{\begin{array}{ll}
1, & \text { if } i \in \mathbf{Q R}_{p}, \\
0, & \text { if } i \in\{0\} \cup \mathbf{N Q R}_{p} . \\
\qquad \text { or } l_{i}^{\prime}= \begin{cases}1, & \text { if } i \in\{0\} \cup \mathbf{Q R}_{p} \\
0, & \text { if } i \in \mathbf{N Q R}_{p}\end{cases}
\end{array} .\right.
\end{aligned}
$$

It is well known that Legendre sequences have optimal autocorrelation value if $p \equiv 3(\bmod 4)$.

Let $t(x)=\prod_{j \in \mathbf{Q} \mathbf{R}_{p}}\left(x-\alpha^{j}\right)$. Our first contribution in this paper is the following.

Theorem 3: Let $c=I\left(l, L^{1 / 2} l\right), \quad d=$ $I\left(L^{m} l, L^{m+1 / 2} l+1\right), m=0, \ldots, p-1$, and let $v=[c, d]$ be defined by (1). Then:
(i) $L C=(p+3) / 2$ and $m(x)=(x-1)^{2} t(x)$ if $p \equiv$ $7(\bmod 8)$.
(ii) $L C=p+1$ and $m(x)=\left(x^{p}-1\right)(x-1)$ if $p \equiv$ $3(\bmod 8)$ and $m=0$ for $p=3$.
(iii) $L C=3$ and $m(x)=(x-1)^{2}\left(x-(\mu+1)^{m}\right)$ if $p=$ $3, m=1,2$.

Proof: If $b=L^{m} l$ then $s_{b}\left(x^{2}\right)=x^{2 p-2 m} s_{l}\left(x^{2}\right)$. Hence, in this case $w\left(x^{2}\right)=\mu s_{a}\left(x^{2}\right)+s_{b}\left(x^{2}\right)=\mu s_{l}\left(x^{2}\right)(1+$ $\left.\mu^{-1} x^{2 p-2 m}\right)$ and $1+\mu^{-1} \alpha^{-2 m j} \neq 0, j=1, \ldots, p-1$ for $p \neq 3$.

We consider three cases.
(i) Let $p \equiv 7(\bmod 8)$. Then $2 \in \mathbf{Q R}_{p}$ [11] and by (3) we have that $v\left(\alpha^{2 j}\right)=0, j=1, \ldots, p-1$ iff $j \in \mathbf{N Q R}_{p}$. So,

$$
\operatorname{gcd}\left(x^{2 N}-1, s_{v}(x)\right)=\frac{x^{N}-1}{x-1} \prod_{j \in \mathbf{N Q R}_{p}}\left(x-\alpha^{j}\right)
$$

By (2), $m(x)=(x-1)^{2} t(x)$. Hence, $L C=(p+3) / 2$. This completes the proof of the first case.
(ii) Let $p \equiv 3(\bmod 8)$ and $p \neq 3$. Then $v\left(\alpha^{2 j}\right) \neq 0, j=$ $1, \ldots, p-1$ by (4). We see that in this case the statement of Theorem 3 follows from (6) and (7).
(iii) We can make sure that Theorem 3 holds for $p=3$ by computing the value $1+\mu^{-4 m j-1}, m=0,1,2 ; j=1,2$. Theorem 3 defines the linear complexity and the minimal polynomial of sequences obtained from Legendre sequences.

Remark 4: For cryptographic applications one needs sequences with high linear complexity, i.e $L C>N$. In the case of Tang and Ding sequences the last inequality means that $L C=p+1$. Then always $m(x)=\left(x^{p}-1\right)(x-1)$ by (6) and (7). Later we will omit the expression for $m(x)$.

Theorem 5: Let $c=I\left(l, L^{1 / 2} l\right), \quad d=$ $I\left(L^{m} l^{\prime}, L^{m+1 / 2} l^{\prime}+1\right), m=0, \ldots, p-1$, and let $v$ be defined by (1). Then:
(i) $L C=(p+3) / 2$ if $p \equiv 3(\bmod 8)$ and $m=0$ or $p=$ 3 , $m=2$.
(ii) $L C=p+1$ if $p \equiv 7(\bmod 8)$ or $p \equiv 3(\bmod 8)$ and $m \neq 0$ for $p \neq 3$ or $m=1$ for $p=3$.
We can prove Theorem 5 similarly as Theorem 3. Theorem 5 also defines the linear complexity and the minimal polynomial of sequences obtained from Legendre sequences of different design.

The results of computing the linear complexity by Berlekamp-Massey algorithm when $p=3,7,11,19,23, \ldots$ confirm Theorems 3 and 5.

## B. The linear complexity of sequences obtained from Legendre and Hall's sextic sequences or Hall's sextic sequences

Denote by $H_{k}, k=0, \ldots, 5$ cyclotomic classes of order 6 modulo $p$, i.e. $H_{k}=\left\{g^{k+6 t} \bmod p, t=0, \ldots, R-1\right\}$. Let $p=A^{2}+27=6 R+1$ be a prime, $A \equiv 1(\bmod 3)$ and let $g$ be a primitive root modulo $p$. Let $g$ be (and, always can be) selected such that $3 \in H_{1}$ [10].

Let $D=H_{0} \cup H_{1} \cup H_{3}$ be a Hall difference set [10], and let $h$ be a Hall's sextic sequence, i.e.

$$
h_{i}= \begin{cases}1, & \text { if } j \bmod p \in D \\ 0, & \text { else }\end{cases}
$$

Put, by definition $D_{k}=g^{k} D, k=0, \ldots, 5$. Denote by $h^{(k)}$ the characteristic sequence $D_{k}$, i.e. $D_{k}$ is the support of the
sequence $h^{(k)}$. Then $h^{(k)}$ has optimal autocorrelation value $\{-1\}$.

The polynomial $s_{h}(x)$ was studied in [13] and in [6]. It is easy to verify that $s_{h}\left(\alpha^{j}\right)=s_{h}\left(\alpha^{n}\right)$ if $j$ and $n$ belong to the same cyclotomic class and $s_{h^{(k)}}\left(\alpha^{j}\right)=s_{h}\left(\alpha^{j g^{k}}\right)$.

Lemma 6: [6], [13] Let $h$ be a Hall's sextic sequence. Then there exist the primitive $p$-th root $\alpha$ of unity such that:
(i)

$$
s_{h}\left(\alpha^{j}\right)= \begin{cases}1, & \text { if } j \in H_{0}  \tag{8}\\ 0, & \text { if } j \in H_{1} \cup \cdots \cup H_{5}\end{cases}
$$

for $p \equiv 7(\bmod 8)$;
(ii)

$$
s_{h}\left(\alpha^{j}\right)= \begin{cases}1, & \text { if } j \in H_{0} \cup H_{1} \cup H_{3} \cup H_{4}  \tag{9}\\ \mu, & \text { if } j \in H_{2} \\ \mu+1, & \text { if } j \in H_{5}\end{cases}
$$

for $p \equiv 3(\bmod 8)$.
Proof: The first statement is proved in [13].
For $p \equiv 3(\bmod 8)$ the values $\sum_{f \in H_{k}} \alpha^{f}, k=0,1, \ldots, 5$ were computed in [6]. Using this, we obtain the statement of Lemma 6.
The linear complexity of sequences over $\mathbb{F}_{4}$ obtained from Legendre and Hall's sextic sequences or Hall's sextic sequences we investigate below.

Theorem 7: Let $c=I\left(l, L^{1 / 2} l\right), \quad d=$ $I\left(L^{m} h^{(k)}, L^{m+1 / 2} h^{(k)}+1\right), m=0, \ldots, p-1$, and let $v$ be defined by (1). Then:
(i) $L C=p+1$ if $p \equiv 3(\bmod 8)$ and $m \neq 0$.
(ii) $L C=(p+3) / 2$ if $m=0, p \equiv 3(\bmod 8)$ and $k=$ $1,3,5$ or $p \equiv 7(\bmod 8)$ and $k=0,2,4$.
(iii) $L C=2(p+2) / 3$ if $m=0, p \equiv 3(\bmod 8)$ and $k=$ $0,2,4$ or $p \equiv 7(\bmod 8)$ and $k=1,3,5$.

Proof: Under the conditions of Theorem 7 we have

$$
\begin{equation*}
w\left(\alpha^{2 j}\right)=\mu s_{l}\left(\alpha^{2 j}\right)+\alpha^{-4 m j} s_{h}\left(\alpha^{2 j g^{k}}\right) \tag{10}
\end{equation*}
$$

Thus, if $m \neq 0$ and $p \equiv 3(\bmod 8)$ then $w\left(\alpha^{2 j}\right) \neq 0, j=$ $1, \ldots, p-1$ by (4) and (9). Hence, from (7) and (6) we obtain that $L C=p+1$.

Let $m=0$ and $p \equiv 3(\bmod 8)$. The values $s_{l}\left(\alpha^{j}\right)$ and $s_{h}\left(\alpha^{j}\right)$ in this case are given by (3) and (8). After summing over (10), we have

$$
\begin{aligned}
\left|\left\{j: w\left(\alpha^{2 j}\right)=0\right\}\right|= & \begin{cases}(p-1) / 2, & \text { if } k=1,3,5 \\
(p-1) / 3, & \text { if } k=0,2,4\end{cases} \\
& \text { for } m=0 \text { and } p \equiv 3(\bmod 8)
\end{aligned}
$$

Similarly, we have

$$
\begin{aligned}
&\left|\left\{j: w\left(\alpha^{2 j}\right)=0\right\}\right|= \begin{cases}(p-1) / 2, & \text { if } k=0,2,4, \\
(p-1) / 3, & \text { if } k=1,3,5\end{cases} \\
& \text { for } m=0, \ldots, N-1 \text { and } p \equiv 7(\bmod 8)
\end{aligned}
$$

We see that the statement of Theorem 7 follows from (6). By theorem 7, the sequence has high linear complexity only in the first case.

Theorem 8: Let $c=I\left(h, L^{1 / 2} h\right), \quad d=$ $I\left(L^{m} h^{(k)}, L^{m+1 / 2} h^{(k)}+1\right), m=0, \ldots, p-1$, and let $v$ be defined by (1). Then:
(i) $L C=p+1$ if $p \equiv 3(\bmod 8)$ and $m \neq 0$ or $p \equiv$ $3(\bmod 8)$ and $m=k=0$.
(ii) $L C=2(p+2) / 3$ if $m=0, p \equiv 3(\bmod 8)$ and $k=$ 1, 2, 4, 5 .
(iii) $L C=(5 p+7) / 6$ if $m=0, p \equiv 3(\bmod 8)$ and $k=3$.
(iv) $L C=(p+5) / 3$ if $p \equiv 7(\bmod 8)$ and $k=1, \ldots, 5$.
(v) $L C=(p+11) / 6$ if $p \equiv 3(\bmod 8)$ and $k=0$.

Theorem 8 may be proved similarly as Theorem 7. Theorems 7 and 8 define the linear complexity and the minimal polynomial of sequences obtained from Legendre sequences and Hall's sextic sequences or Hall's sextic sequences.

The results of computing the linear complexity by Berlekamp-Massey algorithm when $p=31,43,127,283, \ldots$ confirm Theorem 7 and 8.

## C. The linear complexity of sequences obtained from twinprime sequences

Let $p, q$ be odd primes, and let $a$ be a binary sequence defined as

$$
a_{j}= \begin{cases}0, & \text { if } j \bmod q=0 \\ 1, & \text { if } j \bmod p=0, j \neq 0 \\ \left(1-\left(\frac{j}{p}\right)\left(\frac{j}{q}\right)\right), & \text { otherwise } j\end{cases}
$$

for $0 \leq j \leq p q-1$.
If $q=p+2$ (for example $p=3, q=5, p=11, q=13, \ldots$ ) then $a$ is called a twin-prime sequence and $a$ has an optimal autocorrelation.

Let $a$ be a twin-prime sequence with period $N=p(p+2)$, both $p$ and $p+2$ are primes, and let $b=L^{m} a$. In this case we have $w\left(x^{2}\right)=\mu s_{a}\left(x^{2}\right)+x^{2 N-2 m} s_{a}\left(x^{2}\right)$ by Lemma 2 and $w\left(\alpha^{2 j}\right)=\mu s_{a}\left(\alpha^{2 j}\right)\left(1+\alpha^{-2 m j} \mu^{-1}\right)$, at the same time $1+\alpha^{-2 m j} \mu^{-1} \neq 0$ for $j=1, \ldots, N-1$ and $p \neq 3$. Thus, by (6) for $p \neq 3$ we have

$$
\begin{equation*}
\operatorname{gcd}\left(x^{2 N}-1, s_{v}(x)\right)=\frac{x^{N}-1}{x-1} \operatorname{gcd}\left(\frac{x^{N}-1}{x-1}, s_{a}\left(x^{2}\right)\right) \tag{11}
\end{equation*}
$$

The linear complexity of twin-prime sequences and the values $s_{a}\left(\alpha^{j}\right)$ were computed in [5]. In particular, from [5] and (11) we obtain the next statement.

Lemma 9: Let $v$ be defined by (1), where $c=I\left(a, L^{1 / 2} a\right)$, $d=I\left(L^{m} a, L^{1 / 2+m} a+1\right)$ and $a$ be a twin-prime sequence. Then $L C=p(p+2)+1$ iff $p \equiv 1(\bmod 8)$ or $p \equiv-3(\bmod$ 8).

For example, the conditions of Lemma 9 are satisfied for $p=$ $17,29$.

## IV. The linear complexity of Lim et al. SEQUENces

Another approach to the sequence design was suggested in [16]. In their paper [16], Lim et al. proved that if $a, b$ are
binary sequences with optimal autocorrelation value and

$$
\begin{array}{r}
e_{i}= \begin{cases}a_{i}, & \text { if } i \equiv 0(\bmod 2), \\
a_{i}, & \text { if } i \equiv 1(\bmod 2)\end{cases} \\
\qquad f_{i}= \begin{cases}b_{i}, & \text { if } i \equiv 0(\bmod 2) \\
b_{i}+1, & \text { if } i \equiv 1(\bmod 2)\end{cases} \tag{12}
\end{array}
$$

then a sequence $u: u_{i}=\phi^{-1}\left(e_{i}, f_{i}\right)$ is a balanced quaternary sequence with period $2 N$ and optimal autocorrelation values.

Lemma 10: Let $e, f$ be defined by (12). Then:
(i) $s_{e}(x)=\left(1+x^{N}\right) s_{a}(x)$;
(ii) $s_{f}(x)=\left(1+x^{N}\right) s_{b}(x)+x\left(x^{2 N}-1\right) /\left(x^{2}-1\right)$.

Proof: From our definition it follows that $s_{e}(x)=$ $\sum_{u=0}^{N-1} a_{2 u} x^{2 u}+\sum_{u=0}^{N-1} a_{2 u+1} x^{2 u+1}$ or $s_{e}(x)=\sum_{i=0}^{2 N-1} a_{i} x^{i}$. Since $N$ is a period of $a$, we obtain $s_{e}(x)=\left(1+x^{N}\right) s_{a}(x)$. The second statement of Lemma 10 we prove similarly.
Lemma 10 defines the relation between polynomials of sequences $e, f$ and $a, b$.

Lemma 11: Let $e, f$ be defined by (12), and let $z=[e, f]$. Then
$\operatorname{gcd}\left(x^{2 N}-1, s_{z}(x)\right)=\frac{x^{N}-1}{x-1} \operatorname{gcd}\left(\frac{x^{N}-1}{x-1}, \mu s_{a}(x)+s_{b}(x)\right)$.
Proof: By Lemmas 1 and 10 we have $s_{z}(x)=\mu s_{e}(x)+$ $s_{f}(x)$ or $s_{z}(x)=\left(1+x^{N}\right)\left(\mu s_{a}(x)+s_{b}(x)\right)+x\left(x^{2 N}-\right.$ 1) $/\left(x^{2}-1\right)$. The statement of Lemma 11 follows from the latest equality.

In investigating the linear complexity of sequences constructed by design proposed by Lim et al. we consider only the parameters of sequences with high linear complexity. Then we can obtain the next assertions.

Theorem 12: Let $e, f$ be defined by (12) and let $z=[e, f]$. Then:
(i) $L C=p+1$ and $m(x)=\left(x^{p}-1\right)(x-1)$ for $a=l, b=$ $L^{m} l, m=0,1, \ldots, p-1$ iff $p \equiv 3(\bmod 8)$ and $m=0$ for $p=3$;
(ii) $L C=p+1$ and $m(x)=\left(x^{p}-1\right)(x-1)$ for $a=l, b=$ $L^{m} l^{\prime}, m=0, \ldots, p-1$ iff $p \equiv 7(\bmod 8)$ or $p \equiv 3(\bmod 8)$ and $m \neq 0$ for $p \neq 3$ or $m=1$ for $p=3$;
(iii) $L C=p+1$ and $m(x)=\left(x^{p}-1\right)(x-1)$ for $a=l$, $\left.b=L^{m} h^{(k)}\right), m=0, \ldots, p-1$, iff $p \equiv 3(\bmod 8)$ and $m \neq$ 0 ;
(iv) $L C=p+1$ and $m(x)=\left(x^{p}-1\right)(x-1)$ for $a=h$, $b=L^{m} h^{(k)}, m=0, \ldots, p-1$, iff $p \equiv 3(\bmod 8)$ and $m \neq 0$ or $p \equiv 3(\bmod 8)$ and $m=k=0$;
(v) $L C=p+1$ and $m(x)=\left(x^{p}-1\right)(x-1)$ when $a$ is a twin-prime sequence and $b=L^{m} a$ iff $p \equiv 1(\bmod 8)$ or $p \equiv-3(\bmod 8)$.

Proof: We consider the first case. By Lemma 11, if sequences $c, d$ and $e, f$ are defined by (5) and (12), respectively, for the same pair of binary sequences $a=l, b=L^{m} l$ then

$$
\operatorname{gcd}\left(x^{2 N}-1, s_{v}(x)\right)=\operatorname{gcd}\left(x^{2 N}-1, s_{z}(x)\right)
$$

if $z=[e, f]$ and $v=[c, d]$.
So, in this case the linear complexities of $v$ and $z$ are equal. The linear complexity of $v$ obtained from Legendre sequences was considered in Theorems 3. Hence, the first statement of

Theorem 12 follows from Theorem 3. Other assertions of Theorem 12 may be proved similarly.

The results of computing the linear complexity by Berlekamp-Massey algorithm when $p=$ $3,7,11,19,23,31,43,127,283, \ldots$ confirm Theorem 12.

## V. The linear complexity of Kim et al. Sequences

In conclusion we consider the sequences proposed in [12]. Let $l^{\prime}, l$ be Legendre sequences, and let

$$
\begin{array}{r}
q_{i}= \begin{cases}l_{i}^{\prime}, & \text { if } i \equiv 0(\bmod 2) \\
l_{i}, & \text { if } i \equiv 1(\bmod 2)\end{cases} \\
\quad r_{i}= \begin{cases}l_{i}^{\prime}, & \text { if } i \equiv 0(\bmod 2) \\
l_{i}+1, & \text { if } i \equiv 1(\bmod 2)\end{cases} \tag{14}
\end{array}
$$

Then the sequence $u: u_{i}=\phi^{-1}\left(q_{i}, r_{i}\right)$ is a balanced quaternary sequence with optimal autocorrelation values [12]. In [12] the linear complexity of $\left\{y_{i}\right\}$ was investigated over finite fields of other orders.

Lemma 13: Let $q, r$ be defined by (14). Then:
(i) $s_{q}(x)=\left(1+x^{p}\right) s_{l}(x)+1$;
(ii) $s_{r}(x)=\left(1+x^{p}\right) s_{l}(x)+1+x\left(x^{2 p}-1\right) /\left(x^{2}-1\right)$.

We prove Lemma 13 similarly as Lemma 10.
Theorem 14: Let sequence $y=[q, r]$, and $q, r$ be defined by (14). Then $L C=2 p$ and $m(x)=x^{2 p}-1$.

Proof: By Lemma $1 s_{y}(x)=\mu s_{q}(x)+s_{r}(x)$ hence from Lemma 11 we obtain
$s_{y}(x)=\left(1+x^{N}\right)(\mu+1) s_{l}(x)+\mu+1+x\left(x^{2 p}-1\right) /\left(x^{2}-1\right)$.
From this we can establish that $s_{y}(1)=\mu$ and $s_{y}\left(\alpha^{j}\right)=$ $\mu+1$ for $j=1, \ldots, p-1$ or $\operatorname{gcd}\left(x^{2 N}-1, s_{v}(x)\right)=1$. The conclusion of this theorem follows from (2).

## VI. Conclusion

We examined the linear complexity and the minimal polynomial of sequences over the finite field of order four. These sequences were constructed by the inverse Gray mapping from Legendre sequences, Hall' sextic sequences and twin-prime sequences using the technique proposed by Tang, Ding, Lim, Kim et al.
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